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1. Previous studies have demonstrated the existence of language-specific neurons In
multilingual large language models (MLLMSs), which have been explored to investigate
the multilingual learning mechanisms. In contrast, research into the multi-task learning

mechanisms of LLMSs remains limited.
2. We argue that multilingual learning is essentially a type of multi-task learning as well.

/Language-specific\ 4 Task-specific A Research Questions
S ey Do task-specific neurons exist in LLMs?
m ©O0O N QOO Amazon | ¢ 4hov exist, can they facilitate the
En QOO0 [——| OOOO] raws understanding of the multi task learning
O O O ) sciga mechanisms in LLMs?
« Can we improve LLMs by exploring
e QOOO) QOOOJ E2E ) 5ych neurons?

() Can we extend neuronal analysis from multilingual
learning to multi-task learning in LLMSs?
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Method (NCFT): During the continuous ”"derstﬂ"d'"u . Exploration

training over the task sequence, only the
neuron-specific parameters of the current
task are updated, while other parameters
are frozen.

The Identification component provides tools for the Understanding
component which in turn provides insights for the Exploration component.
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EXperlmental Setup Method \ Task-CLS | AmazonFood SST-2 QQP  Paws MNLI  GPTNLI | Avg.
e Deactivation experiments Original 91.8 924 832 91.6 84.8 824 | 877
. . . ) Deactivate-Random 90.6 91.2 79.8 87.6 80.5 79.3 84.8
o Fme_tunmg expenment& Deactivate-Task 83.6 84.6  72.8 70.2 73.3 714 | 76.0
Method \ Task-GEN Sciqa Tweetqa E2E CommonGen CNN/DailyMail XSum | Avg.
Original 54.3 456 526 49.8 34.7 36.8 | 45.6
Model: Llama-2-7b Deactivate-Random 50.8 413 487 473 31.3 344 | 423
Deactivate-Task 33.6 293 39.6 37.8 25.5 263 | 32.0
Hyper-parameter: k = 10

. o TP - Performance of Llama-2-7b after task-specific neurons deactivation or without
Dataset: classification and generatlon deactivation in each task. "Original" is the performance after fine-tuning with multi-

tasks task data without any neurons being deactivated.
Task Dataset Method \ Task-CLS ‘ AmazonFood SST-2 QQP Paws MNLI GPTNLI | Avg.
. A Zero-shot 85.2 783 421 46.5 35.3 324 | 533
% Is,em“;lem %aSSIﬁ.C ation Amazoniogd’ S5T-2 Train-Random 85.5 803 456 47.8 34.7 34.8 | 548
O raraphrase Detection QQP, Paws Train-Task 88.5 878 792 84.8 82.5 763 | 832
Natural Language Inference MNLI, GPTNLI Method \ Task-GEN Sciqa Tweetqa E2E CommonGen CNN/DailyMail XSum | Avg.
7, Summary CNN/DailyMail, Xsum Zero-shot 213 69 365 26.8 14.7 123|198
g Question Generation Sciqa, Tweetqa Train-Random 22.8 11.8 37.4 29.6 17.7 158 | 225
Data to Text E2E, CommonGen Train-Task 45.3 371 42.7 36.8 29.8 30.3 37.0
Summary of tasks and datasets. Performance of Llama-2-7b after fine-tuning task-specific neurons and under the

zero-shot setting.
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Expe r | m ent al Setu p Group Training Tasks ID Test Tasks OOD Test Tasks

* We controlled the proportion of fine-tuned task- @  Amazon, QQP, MNLI  Amazon, QQP, MNLI
specific neurons to investigate the trends in
specialization and generalization.

* Results from the in-domain (I1D) test set
indicate specialization performance while

(b) Sciqa, E2E, CNN Sciqa, E2E, CNN

Experimental groups for exploring generalization and specialization.

results from the out-of-domain (OOD) test set . bcieav IDLGEN Avg 00D.CLe Avg ooDCEN g ooP e
indicate generalization performance. T T T Tlw BT
Findings on Specialization . B, st %
ini : b bl | A &
« When training all parameters of the model g = ‘ | g 1 ‘ 1108
under the multi-task learning setup, inevitable 3 ; ; f 3511 ; | | |
- | | | | ' t1s | 1 | | ‘
Interference among tasks occurs, thereby o P S S SR S i D R B
diminishing the efficacy of individual tasks to 10%  30%  50%  70%  100% 10%  30%  50%  70%  100%
Percentage of trained neurons Percentage of trained neurons
SO me degree (a) Training on classification tasks (b) Training on generation tasks

* Our expferlments show _the effl.cacy of Results on classification and generation tasks after fine-tuning different proportions
controlling the proportion of fine-tuned task-  of task-specific neurons.

specific neurons as a promising strategy.
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Overlap rate \ Percentage of trained neurons | 10% 30% 50%
Group 10% 30% 50% 70% 100%

10% 80.2 814 81.8
CLS-CLS 20.8 539 845 96.2 100 20.8% 80.7 - -

30% 81.1 82.0 82.3
CLS-GEN | 129 416 715 83.5 100 0% 915 813 28
GEN-CLS | 11.8 402 693 81.8 100 53.9% s -
GEN-GEN | 21.6 525 82.0 94.3 100 70% 82.0 827 83.0

84.5% - - 831
The overlap rate of task-specific neurons between training tasks and test 100% 8272 831 836

tasks when controlling the proportion of task-specific neurons.
Results at different fine-tuned neuron proportions (10%, 30%, 50%) controlling
the overlap rate under the classification-classification combination.

Findings on Generalization

o . Overlap rate \ Percentage of trained neurons | 10% 30% 50%
» Task-specific neurons overlap rates are consistent 0% 6 321 323
with generalization performance. 21.6% Y ]
* We argue that the overlap of task-specific 30% 325 329 335
neurons contributes to transfer learning between 22(7;’(7 327 ??'g 338
[l L " [ [l ¢ 0 - * -
tasks, ultimately resulting in consistently higher 70% 309 340 341
generalization performance. 82.0% - - 349
100% 33.1 344 351

Results at different fine-tuned neuron proportions (10%, 30%, 50%)
controlling the overlap rate under the generation-generation combination.
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vapelrlrpteqlgal Set:'l? ficient Trainset: Al, A2, A3, A4, A5, A6
e calculate the correlation coefficients pA1 ... pAe
- - - - . M M —_ . . .
between the similarity of task-specific i3 d 3 Parameter Similarity
. . . . AqT: . AgT:
neuron parameters and the generalization ~ Model: M1, M2, M3, M4, M5, M6 — Simy, 2 e Simy
T T:
performance. W Po PR _
. Testset: : , 13 : ,
Conclusion
These two show a positive correlation, ' ] T‘ Correlation
reflecting the generalization between Ry, Ry Coefficients
tasks from the perspective of parameter. Result
SST-2 Paws GPTNLI Tweetqa CommonGen Xsum

Testset
r  p-value r  p-value r  p-value r  p-value r p-value r  p-value

PCCs 0.87 0.02 0.92 0.01 0.79 0.05 0.96 0.00  0.96 0.00 0.97 0.00
SROCC 0.81 0.05 0.77 0.07 0.81 0.05 0.77 0.07 0.83 0.04 0.71 0.11

Correlation coefficients between the similarity of specific neuron parameters and generalization
performance. PCCs denotes Pearson correlation coefficients and SROCC denotes Spearman

correlation coefficients.
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Model Method ‘ Order-1 Order-2 Order-3 Avg. ‘ Order-4 Order-5 Order-6 Avg.
SeqFT 46.4 47.3 47.5 47.1 35.6 34.8 33.5 34.6
Llama-2-7b SeqLoRA 53.6 54.8 53.1 538 | 479 49.5 4577 477
Dataset EPI 48.1 48.0 49.0 48.4 42.3 41.8 43.6 42.6
O-LoRA 76.8 75.7 75.7 76.1 73.7 69.2 72.0 71.6
Standard CL Benchmark, Large Number of Tasks NCFT (Ours) 71.3 70.9 716 713 | 705 68.3 712 700
BenChmark W-NCFT (Ours) 73.7 72.3 73.8 73.3 73.4 70.1 72.6 72.0
M etr|CS Per-Task FT ‘ 71.2 77.2 77.2 77.2 ‘ 84.5 84.5 84.5 84.5
(1) Performance on Continuous Learning (CL) Results on two continual learning benchmarks. The average accuracy after training
1 N on the last task is reported.
N i=1 ’ 100 _.§A
. = e
'®. !\
(2) Forgetting Rate (EG? o 90 ;\ e e
J— = - —e 851
1 a; ; g 80 e '
_ '] 0 ; ©
FGJ = ] 1 4. X 100%  Dataset Class Task Type Domain ecc:n S0 —o— SeqFT :/:
i=1 L Amazon 5 Sentiment anlysis ~ Amazon reviews E SegLoRA ®
DBPedia 14  Topic classification Wikipedia D g04 —e— EPI i
Yahoo 10 Q&A Yahoo Q&A 2 —e— NCET .
Dataset  Class Task Type Domain AGNews 4 Topic classification News 2 504 WNCET ® 52.9
—— _
AGNews 4 Topic classification News MNLI 3 NLI various O-LoRA .\
Amazon 5 Sentiment anlysis ~ Amazon reviews QQP 2 Paragraph detection Quora 40 1 —¢— Lo e 40.5
DBPedia 14  Topic classification Wikipedia RTE 2 NLI news, Wikipedia ' ' ' T ' T ' '
Yahoo 10 Q&A Yahoo Q&A SST-2 2 Sentiment analysis ~ movie reviews 1 2 3 4 5 6 7 8

Details of the Standard CL Benchmark.

Training Stage
Details of the simplified version Large _ _
Number of Tasks Benchmark. Forgetting rates for eight stages on the Large Number

of Tasks benchmark.
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Main Contributions

» \We discover task-specific neurons in LLMs empirically through extensive experiments.

« \We provide significant insights into generalization across tasks with our task-specific
neuron analysis.

* \We propose a neuron-level continuous learning fine-tuning method for mitigating
catastrophic forgetting, and experiments demonstrate its effectiveness.
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https://tjunlp-lab.github.io/
https://tjunlp-lab.github.io/
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